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ABSTRACT: The exact mechanisms by which small clusters form and grow in the
atmosphere are poorly understood, but this process may significantly impact cloud
condensation nuclei number concentrations and global climate. Sulfuric acid is the
key chemical component to new particle formation (NPF), but basic species such
as ammonia are also important. Few laboratory experiments address the kinetics or
thermodynamics of acid and base incorporation into small clusters. This work
utilizes a Fourier transform ion cyclotron resonance mass spectrometer equipped
with surface-induced dissociation to investigate time- and collision-energy-resolved
fragmentation of positively charged ammonium bisulfate clusters. Critical energies
for dissociation are obtained from Rice−Ramsperger−Kassel−Marcus/quasi-
equilibrium theory modeling of the experimental data and are compared to
quantum chemical calculations of the thermodynamics of cluster dissociation.
Fragmentation of ammonium bisulfate clusters occurs by two pathways: (1) a two-
step pathway whereby the cluster sequentially loses ammonia followed by sulfuric acid and (2) a one-step pathway whereby the
cluster loses an ammonium bisulfate molecule. Experimental critical energies for loss of an ammonia molecule and loss of an
ammonium bisulfate molecule are higher than the thermodynamic values. If cluster growth is considered the reverse of cluster
fragmentation, these results require the presence of an activation barrier to describe the incorporation of ammonia into small
acidic clusters and suggest that kinetically (i.e., diffusion) limited growth should not be assumed. An important corollary is that
models of atmospheric NPF should be revised to consider activation barriers to individual chemical steps along the growth
pathway.

■ INTRODUCTION

The formation and growth of particles from gaseous precursors
is an important and ubiquitous atmospheric process.1,2 Particles
arising from new particle formation (NPF) can ultimately serve
as cloud condensation nuclei (CCN)3,4 and in fact may
constitute a substantial fraction of CCN.5,6 When serving as
CCN, these particles may impact precipitation patterns7 and
climate8 by altering cloud albedo.9,10 Despite its potential
atmospheric importance, the chemical mechanisms governing
NPF are not well understood, mainly because the early stages
of particle formation and growth are difficult to study
experimentally.2,11−14

Sulfuric acid is a key chemical species for NPF, as the
nucleation rate in both field and laboratory measurements
usually is proportional to the gas-phase sulfuric acid
concentration.15−19 However, measured ambient particle
growth rates frequently cannot be explained solely by sulfuric
acid condensation onto particles.18−25 Experimental and
theoretical studies of nucleation have found a substantial effect
of basic species on particle formation rates.26−32 As a result,
small nucleating clusters are thought to be composed primarily
of sulfuric acid,17,33−36 water, and ammonia33,37−40 or
amines.26,30,31,41−43 Organic species may also contribute to

ambient NPF.44−46 For nucleated particles to grow into the size
range where they may serve as CCN, their growth rate must be
substantially higher than their loss rate due to coagulation.47

Because basic species are of critical importance to both
nucleation and growth, a fundamental chemical and physical
understanding of the mechanisms by which bases can
incorporate into growing clusters is required.
The most convenient method to study small clusters

experimentally is by mass spectrometry. Indeed, several studies
have examined the kinetics and energetics of clusters that may
serve as precursors to nucleation.48−53 The majority of these
studies examined cluster energetics by thermal dissociation in
an ion trap. Recent experimental work on positively and
negatively charged ammonium bisulfate clusters has suggested
that cluster growth proceeds by an ammonium bisulfate
coordinate (i.e., growth by 1:1 addition of H2SO4 and
NH3).

27,51 In our group, we have rigorously investigated the
kinetics and thermodynamics of amine−ammonia exchange in
small clusters using Fourier transform ion cyclotron resonance
mass spectrometry (FTICR-MS) as well as computational
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chemistry and have found that amines can displace ammonia in
these clusters with nearly 100% reaction probability.54−58 We
also found that base can neutralize acidic clusters but at much
lower reaction probabilities than displacement.55−57 Although a
portion of nonunity reaction probabilities could be explained by
less than 100% coverage of the cluster surface with sulfuric acid,
the reaction probabilities for ammonia addition were generally
observed to be orders of magnitude below unity (<10−2),55−57

which suggests other factors should be explored to explain this
observation. As such, these previous experiments did not fully
reveal the mechanisms by which base can incorporate into a
growing cluster or why base incorporation into acidic clusters
has a low reaction probability.
In this work, we utilize FTICR-MS equipped with surface-

induced dissociation (SID)59 to study the fragmentation
kinetics and energetics of positively charged ammonium
bisulfate clusters. Experimental results are modeled using a
Rice−Ramsperger−Kassel−Marcus/quasi-equilibrium theory
(RRKM/QET) formalism to determine the fragmentation
energetics.60,61 We then compare the experimental fragmenta-
tion energetics to computationally derived and experimentally
determined thermodynamic values to infer cluster growth
mechanisms, as cluster growth can be considered the reverse of
fragmentation. The results indicate that an activation barrier
exists for the incorporation of ammonia and ammonium
bisulfate into growing molecular clusters. Therefore, the growth
of small clusters in the ammonia−sulfuric acid system should
not be a kinetically (i.e., diffusion) limited process. These
results imply that models of NPF should be revised to resolve
individual chemical steps and consider the possibility of
activation barriers to individual steps along the growth pathway.

■ EXPERIMENTAL SECTION
SID Experiments. SID experiments were conducted using a

specially fabricated 6T FTICR-MS described in detail elsewhere.59 A 5
mM ammonium sulfate (Sigma−Aldrich) solution in 50:50 water:-
methanol was electrosprayed in the positive mode at atmospheric
pressure to produce positively charged ammonium bisulfate clusters of
the form [(NH4)x(HSO4)x−1]

+. These charged clusters were trans-
ferred into the vacuum system via an electrodynamic ion funnel.62

Two quadrupoles following the ion funnel provide collisional focusing
and mass selection of the ion of interest. Because the charged clusters
studied in this experiment are metastable, mass selection of a particular
cluster of interest was accomplished by setting the mass-selecting
quadrupole to pass a cluster larger than the desired cluster.55 The
cluster selected by the quadrupole then decomposes in the octopole,
where the desired precursor ion is isolated. The identity of the
precursor is confirmed by transferring the ions in the octopole to the
ICR cell in the absence of a collision potential and obtaining a mass
spectrum. In the SID sequence, mass-selected clusters were
accumulated, extracted from the accumulation octopole, transferred
into the ICR cell (which is offset at a selected collision potential), and
allowed to collide with the SID target at the selected collision energy.
The kinetic energy of the ions colliding with the surface is varied by
adjusting the dc offset applied to the ICR cell. The SID target is
introduced through a vacuum interlock assembly and is positioned at
the rear trapping plate of the ICR cell. Scattered positive ions were
captured by raising the potentials on the front and rear trapping plates
at the conclusion of the transfer time. Time-resolved mass spectra
were acquired by varying the delay between the gated trapping and the
excitation/detection event (reaction delay). In this experiment,
reaction delays of 1, 5, 10, and 50 ms were examined. Immediately
following the reaction delay, ions were excited through a broadband
chirp and detected. The collision energy was the potential applied to
the rear trapping plate and the SID target relative to that applied to the
accumulation octopole. The SID target was a 1-dodecanethiol self-

assembled monolayer surface prepared on a single gold {111} crystal
(Monocrystals, Richmond Heights, OH) using a standard procedure.
The target was cleaned in an UV cleaner (Model 135500, Boekel
Industries Inc., Feasterville, PA) for 10 min and allowed to stand in a
98% 1-dodecanethiol solution (Sigma-Aldrich) for 8−12 h. The target
was removed from the thiol solution and ultrasonically washed in
ethanol for 10 min to remove extra layers. A modular FTICR data
acquisition system was used to control the voltages and timing of the
ion source, transfer optics, and ion manipulations in the ICR cell.63,64

Survival curves and time-resolved fragmentation efficiency curves
(TFECs) were constructed from experimental mass spectra by plotting
the relative abundance of the precursor ion and its fragments as a
function of collision energy at each reaction delay.

RRKM Modeling. Survival curves and TFECs were modeled using
an RRKM/QET formalism described previously.60,61 Briefly, the
microcanonical rate coefficient k(E) is calculated using the micro-
canonical RRKM/QET expression:
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where ρ(E) is the density of states of the reactant, W⧧(E − E0) is the
sum of states of the transition state, E0 is the critical energy, h is
Planck’s constant, and σ is the reaction path degeneracy. The
breakdown graph, a collection of breakdown curves (BDCs)
representing the fragmentation probability of the precursor ion into
a particular reaction channel as a function of the internal energy of the
precursor ion (E) and the reaction delay (tr), was calculated using the
appropriate equations of formal kinetics derived for a particular
reaction scheme. Because of the long reaction delay times involved in
these experiments, radiative cooling of the excited ions was
incorporated into the kinetics scheme.65

The internal energy deposition function was described by the
following analytical expression:60,61
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where l and Δ are parameters obtained from reference ions, C = Γ(l +
1)[f(Ecoll)]

l+1 is a normalization factor, and f(Ecoll) has the form:
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where A1 and A2 are parameters obtained from reference ions, Eth is
the thermal energy of the ensemble of ions prior to ion activation, and
Ecoll is the collision energy.

The normalized signal intensity for a particular reaction channel is
given by:
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Calculated TFECs were constructed using this described procedure
and then were compared to the experimental data. The same energy
deposition function was used for all reaction delays, and the fitting
parameters were varied until the best fit to the experimental curves was
obtained. The model also considers energy partitioning into the
neutral fragments.61,66 The fitting parameters included critical energies
(E0) and activation entropies (ΔS⧧) for all reaction channels. The
parameters l, Δ, A1, and A2 characterizing the energy deposition
function (eqs 2 and 3) were determined by fitting the experimental
survival curves for protonated leucine enkephalin (YGGFL) and its
derivative (RYGGFL), for which the dissociation parameters are
already known.67,68 In order to ensure fits did not converge to local
minima, each model was fit using random starting points for E0 and
ΔS⧧. Additionally, we systematically removed experimental data points
in order to examine the effect on the RRKM/QET model fits. The
purpose of doing this was to elucidate the effect of experimental scatter
on the resulting model fits. For instance, in one iteration of this
exercise, every fifth experimental data point was removed. Although
this exercise resulted in a broader range of E0 values (which are
reported in the tables), the conclusions obtained from the RRKM/
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QET model fits do not change. Parameters were also individually fixed
to expected thermodynamic values while the rest were varied in order
to ensure that certain thermodynamic values (see below) could or
could not accurately explain the experimental data. Finally, the data
were modeled such that pathways present in the [(NH4)6(HSO4)5]

+

SID experiment as well as in the [(NH4)5(HSO4)4]
+ SID experiment

were included in the modeling of the [(NH4)5(HSO4)4]
+ SID

experiment. In this manner, redundant pathways were analyzed by
two different models. E0 values for identical fragmentation pathways
were consistent between the two models.
Computational Procedure. Structures and energetics of the

precursor and product ions discussed in this work were calculated
using a method previously described.58 Briefly, initial positively
charged cluster geometries were constructed from individual optimized
molecules of ammonia and sulfuric acid and then optimized to a
minimum at the AM1 level of theory69 using the HyperChem 8.0.8
GUI-based molecular modeling package.70 Monte Carlo conforma-
tional searches were performed in the NVT ensemble using
HyperChem 8.0.8 to generate a test set of configurations for further
optimizations. Of the 4000 structures generated for every cluster
studied, the 10 most energetically favorable structures were selected
for full optimization with AM1. The most stable structure for a given
cluster from the AM1/Monte Carlo method was further optimized
with the PW91 functional71,72 using the 6-31++G(d,p) basis set as
implemented in Gaussian 09 (version C.01).73 For selected clusters,
further energy refinement was performed using MP274 with the aug-
cc-pVTZ basis set75 at the PW91/6-31++G(d,p) geometries for each
optimized cluster with the zero-point corrections from PW91 applied.
We note that the computational values we derive for these clusters are
consistent with experimental thermodynamic values determined by
Froyd and Lovejoy51 to which we also compare our SID experimental
values. Molecular coordinates and raw energy data are provided in the
Supporting Information.

■ RESULTS AND DISCUSSION
Electrospray ionization of an ammonium sulfate solution in the
positive mode produces an array of positively charged clusters
predominantly in the form [(NH4)x(HSO4)x−1]

+.57 In this
study, the fragmentation energetics of two specific ammonium
bisulfate clusters, [(NH4)6(HSO4)5]

+ and [(NH4)5(HSO4)4]
+,

were studied by energy-resolved FTICR-MS-SID. Each cluster
was isolated and then impacted against a surface at precisely
known collision energies. The resulting fragmentation patterns
were modeled using an RRKM/QET formalism to determine
threshold energies for dissociation.
SID of [(NH4)6(HSO4)5]

+. Scheme 1 presents the
fragmentation pathway for [(NH4)6(HSO4)5]

+. Upon collision

with the surface, this cluster immediately and completely
fragments to [(NH4)3(HSO4)2]

+. Then, as the collision energy
increases, two subsequent fragmentation pathways are
observed. The first is a stepwise pathway whereby
[(NH4)3(HSO4)2]

+ loses an ammonia molecule to form the
acidic cluster [(NH4)2(HSO4)(H2SO4)]

+ and then loses a
sulfuric acid molecule to form [(NH4)2(HSO4)]

+. The second
pathway is a one-step loss of an ammonium bisulfate molecule
from [(NH4)3(HSO4)2]

+ to form [(NH4)2(HSO4)]
+. These

two distinct fragmentation pathways have been observed in
fragmentation studies of other salt clusters.76,77 We note that a

stepwise fragmentation pathway whereby sulfuric acid loss
occurs first followed by ammonia loss was not observed. Such a
pathway would result in the formation of [(NH4)2(HSO4)-
(NH3)]

+, which has a unique mass-to-charge ratio that was not
observed in the mass spectra.
Figure 1 presents the TFECs for SID of [(NH4)6(HSO4)5]

+

(given by the symbols) as a function of SID collision energy
and reaction delay. As mentioned previously, although the
[(NH4)6(HSO4)5]

+ cluster was isolated at the start of the
experiment, upon SID, it immediately and completely frag-
ments to [(NH4)3(HSO4)2]

+. Therefore, the relative abun-
dance of [(NH4)6(HSO4)5]

+ is zero even at low collision
energy. [(NH4)3(HSO4)2]

+ is at 100% relative abundance at
collision energies below 70 eV, but with increasing collision
energy, it fragments and eventually approaches zero relative
abundance at high collision energy. Meanwhile, the final
product ion, [(NH4)2(HSO4)]

+, initially has no abundance, but
with increasing collision energy (Ecoll > 90 eV) increases in
relative abundance and ultimately constitutes nearly 100% of
the total ion signal at high collision energies. The more acidic
product, [(NH4)2(HSO4)(H2SO4)]

+, which is the intermediate
product in the two-step fragmentation pathway and represents
the loss of an ammonia molecule from [(NH4)3(HSO4)2]

+,
increases in abundance with increasing collision energy
beginning around Ecoll = 70 eV, reaches a maximum relative
abundance at Ecoll = 90−100 eV, and then decreases at higher
collision energies as the cluster fragments by loss of a sulfuric
acid molecule to form the final product ion, [(NH4)2(HSO4)]

+.
Fits to RRKM/QET modeling at each reaction delay are

given by the lines in Figure 1. The model was developed using
the appropriate equations of formal kinetics derived for the
reaction described by Scheme 1. Although there is some scatter
in the experimental data, the fits reasonably reproduce the
experimental results. The RRKM/QET model used incorpo-
rates only E0 and ΔS⧧ as adjustable parameters. As previously
mentioned in the Experimental Section, in order to ensure that
scatter among the experimental data did not bias the RRKM/
QET model fit, we systematically removed data points and
examined the effects on the model fits. The E0 and ΔS⧧ values
did not change significantly. Results from all fits are included in
the tables. Table 1 presents the results of the RRKM/QET
model fit to the experimental data for [(NH4)6(HSO4)5]

+ as
well as thermodynamic values obtained from computational
modeling and an experimental study of the precursor and
product ions. Because the initial fragmentation of
[(NH4)6(HSO4)5]

+ to [(NH4)3(HSO4)2]
+ was not observed

experimentally, we do not interpret the model results for this
step, since presumably, the precursor ion was “hot” (i.e.,
contained a high, nonthermal initial internal energy distribu-
tion). The data in Table 1 suggest several interesting
conc lu s ions . F i r s t , the los s o f ammonia f rom
[(NH4)3(HSO4)2]

+ to form [(NH4)2(HSO4)(H2SO4)]
+ has

an experimental E0 value in the range 1.80 ± 0.23 eV whereas
the thermodynamic value is much lower at 1.15−1.20 eV.
Similarly, for the step involving loss of an ammonium bisulfate
molecule from [(NH4)3(HSO4)2]

+ to form [(NH4)2(HSO4)]
+,

the experimental E0 value is 1.85 ± 0.25 eV, whereas the
thermodynamic E0 value is again much lower at 1.20−1.42 eV.
These results suggest a reverse activation barrier exists for
ammonia and ammonium bisulfate molecule losses. Further-
more, the ΔS⧧ values observed for these reaction pathways are
close to 0 eu within experimental error (the model fit is
relatively insensitive to the magnitude of ΔS⧧), indicating that

Scheme 1
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for the loss of ammonia and the loss of an ammonium bisulfate
molecule the fragmentation proceeds through a relatively tight
transition state. These findings are consistent with the presence
of a reverse activation barrier for these fragmentation channels
(i.e., a barrier to the association of the two fragments).
For sulfuric acid loss from [(NH4)2(HSO4)(H2SO4)]

+, the
experimental E0 value is 1.15 ± 0.09, which is close to the
thermodynamic value (0.84−1.05 eV), suggesting that little if
any reverse activation barrier exists. The absence of a reverse
activation barrier is consistent with previous work on the
sulfuric acid dimer that suggests its formation is kinetically (i.e.,
diffusion) limited.34,78 We note that the RRKM/QET formal-
ism used to model the experimental results does not explicitly
include a reverse activation barrier along this fragmentation
pathway. In other words, the model does not account for the

lower potential well between the ammonia loss and sulfuric acid
loss steps. Including such an activation barrier would cause the
model fit to be highly uncertain, since its accuracy would
depend upon the energy partitioning description and the
partitioning of the reverse activation barrier into vibrational
excitation, neither of which is well-known. On the basis of the
previous studies and the relatively good agreement between the
experiment and theory, we assume that only a very small
fraction of the reverse activation barrier is partitioned into the
vibrational degrees of freedom of the ionic fragment and that
the rest is converted into kinetic energy.

SID of [(NH4)5(HSO4)4]
+. SID of the smaller

[(NH4)5(HSO4)4]
+ cluster exhibited more complex fragmenta-

tion patterns. Scheme 2 presents the fragmentation pattern of
[(NH4)5(HSO4)4]

+. First, the precursor ion fragmented to two

Figure 1. Time- and collision-energy-resolved fragmentation efficiency curves (symbols) and RRKM/QET model fits (lines) for SID of
[(NH4)6(HSO4)5]

+. Note the different y axis scales.

Table 1. Summary of RRKM/QET Model Fits to Experimental Data and Thermodynamic Values for Fragmentation of
[(NH4)6(HSO4)5]

+

fragmentation step
[(NH4)6(HSO4)5]

+ →
[(NH4)3(HSO4)2]

+
[(NH4)3(HSO4)2]

+ →
[(NH4)2(HSO4)(H2SO4)]

+
[(NH4)3(HSO4)2]

+ →
[(NH4)2(HSO4)]

+
[(NH4)2(HSO4)(H2SO4)]

+ →
[(NH4)2(HSO4)]

+

neutral loss 3[(NH4)3(HSO4)3] NH3 [(NH4)(HSO4)] H2SO4

E0 (eV, this work) 1.57 ± 1.07 1.80 ± 0.23 1.85 ± 0.25 1.15 ± 0.09
E0 (eV, PW91/6-31+
+G(d,p))a

3.81 1.15 1.20 0.84

E0 (eV, MP2/aug-cc-
pVTZ)a

1.18 1.42 1.00

E0 (eV, exptl)
b 1.20 1.05

ΔS⧧ (eu, this work)c n.s.d 1.12 ± 6.23 0.78 ± 6.52 n.s.d

aE0 = Eelectronic + Ezero point.
bThermodynamic values from Froyd and Lovejoy.51 ceu = entropy unit = cal·mol−1·K−1, at 450 K. ΔS⧧ had a wide range

of values among the model fits. dn.s. = model fits are not sensitive to this parameter.
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d iffe ren t produc t ions , [(NH4) 4(HSO4) 3]
+ and

[(NH4)3(HSO4)2]
+. As a result, there are more steps involved

in the fragmentation of this cluster than for [(NH4)6(HSO4)5]
+.

The fragmentation of [(NH4)5(HSO4)4]
+ is described by

S c h eme 2 a . [ (NH4 ) 5 (HSO4 ) 4 ]
+ f r a gmen t s t o

[ ( NH 4 ) 4 ( H SO 4 ) 3 ]
+ a n d [ ( NH 4 ) 3 ( H SO 4 ) 2 ]

+ .
[(NH4)4(HSO4)3]

+ then can lose an ammonia molecule to
form [(NH4)3(HSO4)2(H2SO4)]

+ and then a sulfuric acid
molecule to form [(NH4)3(HSO4)2]

+, or it can fragment to
[(NH4)3(HSO4)2]

+ in one step via loss of an ammonium
bisulfate molecule. The [(NH4)3(HSO4)2]

+ cluster then
fragments in the manner discussed in the previous section.

Additionally, it is possible for [(NH4)3(HSO4)2(H2SO4)]
+ to

fragment to [(NH4)2(HSO4)(H2SO4)]
+ in one step by loss of

an ammonium bisulfate molecule. In the RRKM/QET
modeling of the fragmentation energetics, the fragmentation
was considered in the manner described by Scheme 2b, where
the signal for [(NH4)3(HSO4)2]

+ is summed with all smaller
clusters, since the fragmentation as described by Scheme 2a was
too complex to model. In this way, only five pathways are
considered, most significantly the ammonia loss from
[(NH4)4(HSO4)3]

+ , the su l fur ic ac id loss f rom
[(NH4)3(HSO4)2(H2SO4)]

+, and the ammonium bisulfate
molecule loss from [(NH4)4(HSO4)3]

+.
Figure 2 presents the experimental TFECs and the fit to the

RRKM/QET model using Scheme 2b to describe the
fragmentation. Even at low collision energies, most of the
[(NH4)5(HSO4)4]

+ cluster fragments to [(NH4)4(HSO4)3]
+

and [(NH4)3(HSO4)2]
+; however, there is still a small

abundance of [(NH4)5(HSO4)4]
+. There is some abundance

of [(NH4)4(HSO4)3]
+ that initially increases in intensity as the

residual [(NH4)5(HSO4)4]
+ fragments but above Ecoll = ∼60 eV

beg i n s t o l o s e i n t e n s i t y a s i t f r a gmen t s t o
[(NH4)3(HSO4)2(H2SO4)]

+ and [(NH4)3(HSO4)2]
+.

[(NH4)3(HSO4)2(H2SO4)]
+ increases from zero abundance

due to fragmentation of [(NH4)4(HSO4)3]
+, reaches a

maximum abundance around Ecoll = 65 eV, and then decreases
in abundance as it fragments to [(NH4)3(HSO4)2]

+ by loss of a
sulfuric acid molecule. Finally, [(NH4)3(HSO4)2]

+ begins with
a relatively large abundance and then increases to 100%
abundance as larger clusters fragment. Again, despite some
scatter in the experimental data and the complexity of the

Scheme 2

Figure 2. Time- and collision-energy-resolved fragmentation efficiency curves (symbols) and RRKM/QET model fits (lines) for SID of
[(NH4)5(HSO4)4]

+. Note the different y axis scales.
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fragmentation scheme, the RRKM/QET model captures the
main fragmentation trends.
Table 2 gives RRKM/QET model fits to the experimental

data for the SID of [(NH4)5(HSO4)4]
+ as well as

thermodynamic values . Because the intensity of
[(NH4)5(HSO4)4]

+ is so low even at low collision energy in
the experiment, no interpretation of the fragmentations of this
cluster to [(NH4)4(HSO4)3]

+ or [(NH4)3(HSO4)2]
+ is

attempted. Loss of an ammonia molecule from
[(NH4)4(HSO4)3]

+ requires an experimental E0 value of 2.13
± 0.21 eV, which is much higher than the thermodynamic value
(1.12−1.32 eV). Similarly, the loss of the ammonium bisulfate
molecule from [(NH4)4(HSO4)3]

+ requires 2.03 ± 0.31 eV,
which is also higher than the thermodynamic value (1.21−1.32
eV). These observations suggest the presence of a reverse
activation barrier in both of these cases. For the sulfuric acid
loss from [(NH4)3(HSO4)2(H2SO4)]

+, the experimental E0
value (0.84 ± 0.11 eV) is within the range of thermodynamic
values (0.80−0.95 eV), suggesting that there is no reverse
activation barrier. ΔS⧧ values were very high and variable for
this cluster (always much greater than zero), which is a result of
the reduced time dependence in the data set for this cluster.
It is notable that the same three pathways (ammonia loss,

sulfuric acid loss, and ammonium bisulfate molecule loss) are
observed for the fragmentation of both clusters. Additionally, E0
values for the same pathway in each cluster are consistent. In
both clusters, a reverse activation barrier is required to explain
the ammonia and the ammonium bisulfate molecule loss
pathways. The difference in ΔS⧧ for the ammonia and the
ammonium bisulfate molecule losses from [(NH4)3(HSO4)2]

+

(where ΔS⧧ is near 0 eu) and from [(NH4)4(HSO4)3]
+ (where

ΔS⧧ is much greater than 0 eu) suggests that, as cluster size
increases, the transition state becomes less constrained.
Potential Energy Surfaces. SID of the two positively

charged ammonium bisulfate clusters examined in this study
suggests two unique pathways for cluster fragmentation. One is
a two-step pathway whereby a cluster first loses an ammonia
molecule and then loses a sulfuric acid molecule, whereas the
other is a one-step pathway proceeding via the loss of an
ammonium bisulfate molecule. RRKM/QET modeling of the
experimental results and the electronic structure calculations
provide information on the energetics and dynamics of these
fragmentation channels.
Figure 3a presents a potential energy surface describing the

stepwise ammonia and sulfuric acid losses. As discussed
previously, the experimental E0 values for the ammonia loss
pathways are higher than the thermodynamic values. If one

Table 2. Summary of RRKM/QET Model Fits to Experimental Data and Thermodynamic Values for Fragmentation of
[(NH4)5(HSO4)4]

+

fragmentation step
[(NH4)5(HSO4)4]

+ →
[(NH4)4(HSO4)3]

+
[(NH4)5(HSO4)4]

+ →
[(NH4)3(HSO4)2]

+
[(NH4)4(HSO4)3]

+ →
[(NH4)3(HSO4)2(H2SO4)]

+
[(NH4)4(HSO4)3]

+ →
[(NH4)3(HSO4)2]

+
[(NH4)3(HSO4)2(H2SO4)]

+

→ [(NH4)3(HSO4)2]
+

neutral loss [(NH4) (HSO4)] 2[(NH4)2(HSO4)2] NH3 [(NH4) (HSO4)] H2SO4

E0 (eV, this work) 1.87 ± 0.48 1.74 ± 0.49 2.13 ± 0.21 2.03 ± 0.31 0.84 ± 0.11
E0 (eV, PW91/6-
31++G(d,p))a

1.38 2.70 1.32 1.32 0.80

E0 (eV, MP2/aug-
cc-pVTZ)a

1.24 1.21 0.74

E0 (eV, exptl)
b 1.12 0.95

ΔS⧧ (eu, this
work)c

≫0 ≫0 ≫0 ≫0 ≫0

aE0 = Eelectronic + Ezero point.
bThermodynamic values from Froyd and Lovejoy.51 ceu = entropy unit = cal·mol−1·K−1, at 450 K. ΔS⧧ had a wide range

of very positive values among the model fits.

Figure 3. Potential energy surfaces for the (a) two-step sequential
ammonia−sulfuric acid loss pathway and (b) one-step ammonium
bisulfate molecule loss from pathway. Lines show the average value.
Gray boxes show ranges. Letters (A−E) indicate thermodynamic
values. In the absence of reverse activation barriers, the fragmentation
process would begin from the energy level marked A to the level
marked B, etc. Between these levels are shown barrier heights marked
with the outgoing/incoming molecule.
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were to consider cluster growth to be the reverse of cluster
fragmentation, ammonia addition to neutralize the sulfuric acid
must overcome an activation barrier, whereas sulfuric acid
addition is close to barrierless. The presence of an activation
barrier probably arises because cluster binding is strong and is
mostly due to electrostatic interactions.58 As a result, when the
ammonia molecule interacts with a cluster-bound sulfuric acid
molecule to form ionic ammonium bisulfate within the cluster,
a rearrangement of the electrostatic interactions, including a
charge separation between the two species, must occur. Such a
rearrangement of the electrostatic interactions in the cluster
structure is analogous to surface reconstruction in surface
science.
Figure 3b presents a potential energy surface describing the

one-step fragmentation pathway, whereby the cluster loses an
ammonium bisulfate molecule. For this pathway, the
experimental E0 values were higher than the thermodynamic
value determined by computational chemistry. If one were to
consider the reverse pathway, cluster growth by accretion of
ammonium bisulfate molecules, these results suggest that, to
add an ammonium bisulfate molecule to the growing cluster,
one must overcome an activation barrier. The presence of a
barrier to the addition of the ammonium bisulfate molecule
suggests that a substantial rearrangement of the cluster
structure must occur in order for the addition to occur. This
explanation is in qualitative agreement with structural modeling
of these clusters performed previously by our group, as the
structure and electrostatic interactions change significantly as
t h e c l u s t e r g r ows f r om [(NH4) 2 (HSO4) ]

+ to
[(NH4)3(HSO4)2]

+ to [(NH4)4(HSO4)3]
+.58 However, this

pathway may not be atmospherically relevant, as the ambient
concentration of the ammonium bisulfate molecule is expected
to be very low.79 The activation barrier heights presented in this
work are very high, and we caution against a quantitative
interpretation of the barrier height. The activation barrier
height should be considered qualitative rather than quantitative
because we do not fully consider energy partitioning in its
determination.
Atmospheric Implications. In the atmosphere, nucleating

clusters are thought to be composed of sulfuric acid, ammonia,
amines, and water. However, the early steps of NPF are poorly
understood, especially in terms of the chemical mechanisms for
cluster growth. Nonetheless, laboratory studies have found that
the growth of sulfuric acid−ammonia clusters proceeds by an
ammonium bisulfate coordinate (1:1 ratio of H2SO4:NH3),
though whether this growth occurs in one step or two steps was
not rigorously investigated.27,51

The implications concerning the existence of an activation
barrier to sulfuric acid neutralization by ammonia may be
significant with respect to cluster distributions to be expected in
the atmosphere and in laboratory experiments that mimic
atmospheric conditions. In the atmosphere, ammonia concen-
trations are typically 2 orders of magnitude higher than sulfuric
acid concentrations.80 As a result, the height of the activation
barrier and the ambient concentrations will dictate the extent of
cluster neutralization. Figure 4 illustrates three possible
scenarios where the reaction kinetics have been modeled
taking into account the differences in atmospheric concen-
trations of sulfuric acid and ammonia as well as the height of
the activation barrier for ammonia addition to an acidic cluster.
Sulfuric acid uptake is assumed to be barrierless in these
examples. The barrier height was used to calculate an expected
uptake coefficient (γNH3

) by:

γ = −e E kT
NH

/
3

RAB
(5)

where k is the Boltzmann constant and T is the temperature.
Figure 4a illustrates a limiting scenario where ERAB = 0 eV

(γNH3
= 1). In this case, both sulfuric acid addition and the

subsequent ammonia addition occur with unit probability.
However, because the ammonia concentration is typically 2
orders of magnitude higher than that of sulfuric acid, the
apparent rate for ammonia addition would be 2 orders of
magnitude higher than the rate of sulfuric acid addition. As
illustrated in Figure 4a, this scenario results in neutralized
clusters (blue lines) dominating over acidic clusters (red lines).

Figure 4. Modeled cluster distributions assuming [NH3] = 100 ×
[H2SO4], γH2SO4

= 1, and (a) ERAB = 0 eV, (b) ERAB = 0.2 eV, and (c)
ERAB = 0.1 eV for ammonia addition. Blue lines are clusters neutralized
to bisulfate; red lines are acidic clusters (one un-neutralized sulfuric
acid molecule). Each line indicates sequential values of x beginning
with an arbitrary initial cluster (x = 2).
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Figure 4b illustrates a second limiting scenario where ERAB =
0.2 eV (γNH3

= 10−4). In this case, uptake of ammonia is 4
orders of magnitude slower than uptake of sulfuric acid. Despite
the higher concentration of ammonia, the rate of ammonia
addition will still be 2 orders of magnitude slower than that of
sulfuric acid addition. As shown in Figure 4b, the result is that
acidic clusters dominate over neutralized clusters. Also
significant for this limiting scenario is the much longer time
scale to cluster growth, as the neutralization step is very slow.
Figure 4c presents an intermediate scenario where ERAB = 0.1

eV (γNH3
= 10−2). In this case, although the uptake coefficient

for ammonia is 2 orders of magnitude lower than that for
sulfuric acid, the larger abundance of ammonia can overcome
the kinetic barrier to addition. As a result, the relative rates for
sulfuric acid and ammonia addition are the same. As shown in
Figure 4c, the result is that both acidic and neutralized clusters
have significant abundance. Such a scenario is in qualitative
agreement with a recent chamber study examining NPF with
the ammonia−sulfuric acid system.27 The above analysis
illustrates the concept that the cluster distribution is strongly
dependent on ERAB even though all individual steps are
thermodynamically strongly favorable.51,58

■ CONCLUSIONS

In this work, an RRKM/QET model was applied to time- and
collision-energy-resolved fragmentation by SID of positively
charged ammonium bisulfate clusters. The experimental results
indicate that two distinct fragmentation pathways exist: (1) a
two-step fragmentation whereby ammonia and sulfuric acid are
sequentially lost from the cluster and (2) a one-step
fragmentation whereby an ammonium bisulfate molecule is
lost from the cluster. RRKM/QET modeling of the
experimental SID data indicates that the critical energies for
loss of an ammonia molecule and loss of an ammonium
bisulfate molecule from a cluster are larger than the
thermodynamic values. If one were to consider cluster growth
to be the reverse of cluster fragmentation, the results suggest
that an activation barrier must be overcome in order to
neutralize sulfuric acid in a small cluster with ammonia. The
implication therefore is that the reaction probability for
neutralization by ammonia in an acidic cluster will be much
less than unity though the observed distribution and
composition of clusters will be strongly dependent on the
barrier height and relative concentrations of the gaseous sulfuric
acid and ammonia. Our results also suggest an activation barrier
exists to the addition of the ammonium bisulfate molecule. The
presence of an activation barrier to ammonia incorporation in
principle could be tested experimentally in a nucleation
experiment if the molecular ions are monitored and the
ammonia concentration is varied. These results indicate that
cluster growth in the ammonia−sulfuric acid system is probably
not kinetically limited due to the presence of activation barriers
along the potential energy surface. Models of atmospheric
particle nucleation and growth typically focus on free energy
differences among clusters of different sizes and do not consider
activation barriers to growth processes in much, if any,
detail.2,81−83 The results presented here suggest that it may
be appropriate to incorporate activation barrier into models of
NPF. Indeed, these observations may be broadly applicable to
studies of heterogeneous nanoparticle/cluster growth, as the
concept of activation barriers along individual chemical steps
may be important to consider in understanding such processes.

There are some important limitations to this work that will
require further investigation. The activation barrier height, the
cluster polarity effects, and the role of water are not quantified.
Additionally, the cluster size dependence of the barrier is not
well defined. An important question to address is whether an
activation barrier can exist in larger clusters and whether that
may affect observed kinetics. Finally, this work only addresses
ammonium bisulfate clusters. Whether amines would exhibit
similar behavior as ammonia or could lower the activation
barrier to sulfuric acid neutralization and thereby facilitate
higher cluster growth rates is an open question. A reduced
activation barrier associated with amines may help to explain
the enhanced nucleation rates observed in laboratory studies of
sulfuric acid−amine nucleation.
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